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A B S T R A C T

Language is used differently across communities. The differences may be manifested in vocabulary, style,
and semantics. These differences enable the exploration of nuanced similarities and differences between
communities. In this work, we introduce C3 — a novel unsupervised approach for community compari-
son. C3 creates contextual pairwise representations by aligning communities and tuning word embeddings
according to both the lexical context and the social context reflected by the community’s structure and the
community engagement patterns. Specifically, C3 takes into account the semantic relations between pairs of
words, reflected by the embeddings model of each community, and leverages the social context and users’
role in their community to calculate a similarity measure between community pairs. C3 is evaluated over
a dataset of 1565 active Reddit communities, comparing results against three competitive models. We show
through an array of experiments and validations that C3 recovers nuanced and not-trivial similarities between
communities that are not captured by any of the competitive models. We complement the quantitative results
with a qualitative analysis, discussing recovered non-trivial similarities between community pairs such as:
opiates and adhd, babyBumps and depression, wallStreetBets and sandersForPresident , all of which are recovered
by C3 but not by any of the other models. This qualitative analysis demonstrates the exploratory power of
our model.
1. Introduction

The sense of community plays a fundamental role in our life,
shapes our identity, increases satisfaction, and reduces stress (McMil-
lan & Chavis, 1986). Communities are organized via shared values,
norms, geographic location, identity or interests (Cheong et al., 2009;
Eisenstein et al., 2010).

A comparative study of community structure, norms, language, and
dynamics is of major importance in an array of research fields ranging
from sociology and anthropology (Hofstede, 2001; Kim & McKenry,
1998; Van den Berg & Wilderom, 2004), to psychology (Hanel et al.,
2019; Hornsey & Hogg, 2000), education (Tinto & Love, 1995; Zhang
& Sun-Keung Pang, 2016), social learning (Lin & Vassar, 2009), and
political science (Soon & Kluver, 2007; Stier et al., 2017), to mention
just a few.

The similarities between online communities in terms of language,
topics of interest, members, or activity patterns are addressed by Hamil-
ton et al. (2017), Hessel et al. (2016), Kumar et al. (2018), Martin
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URL: https://www.naslab.ise.bgu.ac.il/orentsur (O. Tsur).

1 A short squeeze campaign promoted in the wallStreetBets subreddit incurred losses of billions to some hedge funds in just a few days during January and
February of 2021.

(2017) and Waller and Anderson (2019). These works rely on either
textual representations or on users and network representations when
measuring the similarity between online communities. However, none
of these works combine both representations into a unified algorith-
mic framework. Moreover, these methods are often designed to study
similarities on a specific predefined axis, e.g., distinctiveness (Waller
& Anderson, 2019), loyalty (Hamilton et al., 2017), or aggressiveness
(Kumar et al., 2018; Zhang et al., 2017), rather than providing a generic
and robust exploratory tool that recovers nuanced and non-trivial
similarities – a useful capability for both social platform moderators
and social science researchers.

To illustrate the intricacies of the challenge of discovering nuanced
similarities, consider the following seven Reddit communities: wedding-
Planning, babyBumps (pregnancy related advice), prolife (anti-abortion
agenda), wallStreetBets, teslaMotors, sandersForPresident and depression.
While babyBumps and prolife are both related to pregnancy (as evident
by a simple text-based comparison) – they are very different in terms
of purpose, tone, and dynamics; weddingPlanning and babyBumps have
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a significant overlap of users, while they differ in topic and tone.
The babyBumps and depression communities do not have a significant
overlap of users nor high topical similarity, but they are intuitively
related as both are dedicated to advise and support, thus they may share
engagement patterns, or some topical vocabulary (e.g., due to post-
partum depression). On the other hand, communities like teslaMotors,
sandersForPresident, and wallStreetBets would not appear intuitively sim-
ilar. However, the GameStop short squeeze1 and the following events
uggest a possible connection between these communities that may
ave been discovered before the events, and provides some explana-
ions in retrospect (Long et al., 2021). We further discuss the relations
etween these communities in Section 5.

In this paper, we present C3 (Contextual Community Comparison)
a novel method for community comparison, leveraging both lan-

uage and community structure. Our method allows an unsupervised
istance learning between pairs of candidate communities. As opposed
o other methods in which a model is trained to classify communities
n a specific axis, C3 provides a generic framework that recovers
uanced similarities between communities in an unsupervised man-
er. At the core of our method, we quantify the distances between
ontexts. Contexts are defined on multiple levels: the relation between
he embeddings of word pairs within a specific community, reweighed
y the social context computed based on the community structure
nd engagement patterns. These contextual representations are aligned
cross communities, allowing us to obtain a contextualized similarity
easure. We demonstrate how these contextualized similarities balance

opic, style, and community dynamics, thus providing a powerful tool
or exploratory analysis at scale.

We evaluate our model via different metrics, against three compet-
tive models based on language and community embeddings. We con-
ider thousands of Reddit communities, demonstrating the effectiveness
f our method. Among other things, we demonstrate the uniqueness of
ur model in discovering non-trivial similarities, undetected by other
odels.

We complement our evaluation with a qualitative analysis, dis-
ussing recovered non-trivial similarities between community pairs
uch as opiates:adhd, babyBumps:depression, gay:socialAnxiety, and wall-
StreetBets:sandersForPresident, all of which are not recovered by other
models.

The remainder of the paper is organized as follows: in Section 2
we provide a brief review of the relevant literature. In Section 3
we describe the data collection process and annotation protocol. In
Section 4 we introduce the C3 method in detail. Quantitative results
followed by the qualitative analysis are provided in Section 5. Section 6
is dedicated to discuss some of the unique properties of C3.

2. Related work

In the last two decades, social networks have become the dominant
written-communication platforms,2 and so the research about them is
consistently rising. Works about social media cover a very large scope
— ranging from the general usage of social platforms (Fuchs, 2021; Van
& Johannes, 2012) to more specific studies, e.g., fake news detection
on social platforms (Sahoo & Gupta, 2021; Shu et al., 2017), mental
behavior analysis and modeling on social platforms (Abd Rahman et al.,
2018; Bouarara, 2021), and bibliometric analysis on Twitter specifically
(Noor et al., 2020; Zhang & Wang, 2018).

In the remaining of the current section, we focus on communities on
social platforms. We cover works around: (i) Language use in online
communities; (ii) Representation and comparison methods of online
communities; and (iii) Communities as textual corpora – a specific way
to handle online communities’ content.

2 Facebook reported on 2.9 Billion monthly active users (retrieved
5/31/2022), see: https://tinyurl.com/2p8r4wd6.
2

a

Communities and language-use. The unique dialect and linguistic pat-
terns used by different communities and social groups were recently
studied by Blodgett et al. (2016), Del Tredici and Fernández (2017),
Eisenstein (2013), Jurgens et al. (2017), Tran and Ostendorf (2016)
and Lucy and Bamman (2021). Others address the ways the com-
munity’s language changes over time and between users (Danescu-
Niculescu-Mizil et al., 2013; Huffaker et al., 2006; Nguyen & Rose,
2011; Sankoff & Blondeau, 2007), and see Nguyen et al. (2016) for a
comprehensive survey. Recent studies, closer to our domain, model var-
ious characteristics that are inherent to the community’s organization
and its activity. Linguistic and structural features are used by Hamilton
et al. (2017) to predict members’ loyalty. The aggressiveness of a com-
munity and its tendency to engage in conflicts with other communities
is modeled by Kumar et al. (2018), Zhang et al. (2017) and Datta and
Adar (2019).

Community representations and comparison. Formal (vectorial) represen-
tations of communities encode a range of signals. Community embed-
dings based on the intersection between members of different commu-
nities are learned by Martin (2017) and Waller and Anderson (2019),
while the interaction network within a community is used by Hamilton
et al. (2017). Language-based representations are common (Del Tredici
& Fernández, 2017; Tran & Ostendorf, 2016), among others. These
representations are often designed to capture, and allow prediction
of, specific traits and actions, whether it is the distinctiveness of a
community (Zhang et al., 2017) or the aggressiveness of a community
in conflict with other communities (Kumar et al., 2018). Recommender
systems often use similarities between communities in order to prompt
users with communities of interest (Janchevski & Gievska, 2019; Olson
& Neal, 2015; Spertus et al., 2005). While all these representation meth-
ods could be used to measure pairwise similarity, they may produce a
biased comparison, capturing similarity on a specific axis (e.g., topical,
loyalty, toxicity, or dialect) foregoing other nuances, as shown in
Section 5.

Focusing on a single facet, whether it is the content, the structure, or
the dynamics, may limit the perspective through which a meaningful
comparison could be made. For example, using the user embeddings
as suggested by Martin (2017) or by Waller and Anderson (2019)
would not allow a comparison between communities from different
platforms, since user names cannot be matched, nor a comparison
between communities in platforms that maintain the anonymity of
community’s members. These comparisons are supported by C3.

ommunities as textual corpora. A naive, yet straightforward, way to
epresent communities is to treat the texts produced by each com-
unity as a unique textual corpus, each represented in a unique em-

edding model. Naturally, comparison between, and alignment of,
mbedding models are widely used in machine translation (Artetxe
t al., 2016; Lu et al., 2015; Smith et al., 2017). The relations between
orpora across time are studied by Caliskan et al. (2017) as well as
y Lewis and Lupyan (2020) and the different biases inherent to differ-
nt corpora are modeled by Garg et al. (2018). These works measure the
istances between words within and across corpora. Gonen et al. (2020)
ompare embedding models to find differences in the usage of specific
ords. The comparison is done through an examination of the words’

losest neighbors over different embedding models. Most recently,
ERT (Devlin et al., 2018) has been used by Lucy and Bamman (2021)
o characterize English variation across communities, considering the
ifferent senses assigned to words across communities. C3 is inspired
y these works. However, we derive features from the community and
he discussion structure in order to learn different contextual weights
hat provide the context for the text-based embeddings.

ontextual representations. C3 relies on multiple types of contexts in
omputing the similarity between communities. One must not con-
use our use of the term ‘contextual representations’ with text-based
ontextual embeddings, e.g., ELMo (Peters et al., 2018), the BERT
ransformer (Devlin et al., 2018), and other variants of the Transformer

rchitecture.

https://tinyurl.com/2p8r4wd6
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Table 1
Central statistical measures. 𝐶 denotes the final set of sampled communities used in this paper, and 𝐶+ denotes all active
communities during a six-month period (10/2016–03/2017). Mean values were averaged over all community submissions.
Community Age denotes the number of days since the community was established.

𝐶 (1565) 𝐶+ (258.8 K)

Total Mean Median STD Total Mean Median STD

Subscribers 561 M 377.1 K 39.6 K 1.92 M 1.7 B 6.6 K 30.0 K 234.6 K
Active users 22.1 M 14.1 K 4.4 K 38.5 K 54.7 M 211.4 2.0 5.9 K
Community age – 2.17 K 2.34 K 0.88 K – 0.98 K 0.87 K 0.8 K
Submissions 20.7 M 13.2 K 3.6 K 56.5 K 53.3 M 209.1 3.0 6.1 K
Comments per
submission

– 12.7 9.4 22.7 – 1.4 0.25 23.9
s
h
t

3. Data

Reddit. Reddit, originally a link-sharing platform, evolved into an
active system of dedicated forums. Forums’ URLs are marked with a
‘r/’ followed by the forum’s name, and are therefore called ‘subred-
dits’. Subreddits are usually topical, although topics range widely in
specificity, from the very broad r/music or r/politics subreddits to the
more specific r/LilNasX or r/sandersForPresident. Reddit users (called
redditors) can start a new discussion thread, add a comment to a thread,
up/down-vote posts, etc. Following Hamilton et al. (2017), Hessel et al.
(2016), Waller and Anderson (2019), Zhang et al. (2017) and Lucy and
Bamman (2021) among others (see Section 2), we view each subreddit
as a community, having its own internal language style, interaction
dynamics, and norms.

Community corpus. The initial dataset consisted of all content (text and
meta-data) posted on Reddit during a six-month period (10.1.2016–
3.31.2017) – a total of 258.8K active communities. The dataset is
available as part of the Pushshift repository (Baumgartner et al., 2020).
We denote this set of active communities 𝐶+. We sampled 2580 com-
munities (∼1%) of 𝐶+ for further analysis. From the subset of 2580
communities, we filtered out communities that did not meet any of the
following three criteria:

1. The language is predominantly English.
2. The vocabulary size is bigger than 5K.
3. At least a third of each community’s lexical items occur over five

times in that community (accounting for extremely long-tailed
word distribution).

This filtering process resulted in 𝐶 – a set of 1565 communities, revolv-
ing around a variety of topics in different granularities (e.g., sports,
politics, food, health, pregnancy, depression, herpes, etc.). Further
statistics and a comparison between 𝐶 and 𝐶+ are provided in Table 1.

Community categorization. The subreddit r/listOfSubreddits maintains a
directory of the subreddits, their category, and their subcategory. For
example, r/bostonCeltics is filed under Sports (main) and Basketball
(subcategory). We validated the category assignments of the subreddits
listed in the directory and added labels to 1073 subreddits that were not
listed. We make this annotated corpus available in the project’s reposi-
tory.3 The categories and further statistics regarding the categorization
are provided in Table 2.

4. Computing C3

This section describes C3 in detail. For convenience, all the no-
tations used throughout the rest of the paper are summarized in Ta-
ble 3. There are two main stages in deriving the C3 representations.
These representations are then used to compare all community pairs,
facilitating the exploratory analysis described in Section 5.

3 https://github.com/NasLabBgu/C3-contextual-community-comparison.
3

Table 2
Annotated Data Statistics. Subcategory values are the unique number of subcategories
defined per category. Each community in 𝐶 was annotated with a single category and a
ingle subcategory. For example, r/hawks is the community of the Chicago Blackhawks
ockey team. Hence, it was annotated with ‘Sports’ as the category and ‘Hockey’ as
he subcategory.
Category Sub-categories Total communities Example

Sports 6 169 r/hawks
Advice/Sharing 8 144 r/lifeprotips
Education 3 83 r/math
Culture/Art 3 46 r/stephenking
Technology 7 139 r/howtohack
Entertainment 6 176 r/pokemon
Video Games 10 295 r/nier
Music 4 84 r/sadboys
Lifestyle 5 98 r/islam
Geographic 3 152 r/serbia
News/Politics 2 60 r/usanews
Hobby/Profession 9 115 r/flyfishing

Table 3
Notations of main variables used in this paper.

Notation Explanation Notation Explanation

𝑐 A specific community
(e.g., r/bostonCeltics)

𝐶 Full communities corpus,
|𝐶| = 1565

𝑤 A token (usually a
word)

𝑊 Set of tokens

𝑉 Full vocabulary 𝑉𝑐 Full vocabulary of community 𝑐
𝐸𝑐 Embedding matrix of

community 𝑐
𝑒𝑤,𝑐 Embedding vector of token 𝑤

in the embedding matrix of
community 𝑐

4.1. Stage 1: Community-specific language modeling

This initial stage is straight forward – a distinct word embedding
model 𝐸𝑐 is learned for each community 𝑐 ∈ 𝐶. For simplicity, we
use CBOW (Mikolov, Le, & Sutskever, 2013; Mikolov, Sutskever, et al.,
2013), however other embedding algorithms can be used. These dis-
tinct embeddings, tuned for the textual context of a community at
large, are used in the next stage, in which word contexts, community
structure, and communication patterns serve to establish a unique
relation between community pairs – the core of the C3 framework.

4.2. Stage 2: Contextual-pairwise alignment and comparison

Given two communities {𝑐𝑖, 𝑐𝑗} ∈ 𝐶 and their embeddings {𝐸𝑐𝑖 , 𝐸𝑐𝑗 },
as learnt in Stage 1, we create a weighted-contextualized alignment,
leveraging both language and community structure. These alignments
are created in six steps (A–F), as detailed below and illustrated in Fig. 1.

Step A: Shared vocabulary. We recover the set of tokens (words) used
in both communities 𝑐1 and 𝑐2:
𝑊𝑐1∩𝑐2 = {𝑤𝑖|𝑤𝑖 ∈ 𝑐1 ∧𝑤𝑖 ∈ 𝑐2}

https://github.com/NasLabBgu/C3-contextual-community-comparison
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Fig. 1. The six steps in Stage 2 of C3. The figure illustrates Steps A to F, over a single pair of communities, 𝑐1 and 𝑐2. This stage of C3 gets as input word embedding models
of both communities (𝐸𝑐1 and 𝐸𝑐2 ) in the format of embedding matrices and returns a distance measure between the two communities. Step D utilizes the social network data in
order to assign weights to each pair of words.
Step B: Similarity between words. Per each community 𝑐1 and 𝑐2 we
independently compute the cosine similarity between the embedding
vectors for each pair of words {𝑤𝑖, 𝑤𝑗} ∈ 𝑊𝑐1∩𝑐2 as follows:

𝑠𝑐(𝑤𝑖 ,𝑤𝑗 )
=

⃖⃖⃖⃖⃗ei,c ⋅ ⃖⃖⃖⃖⃗ej,c
‖⃖⃖⃖⃖⃗ei,c‖‖⃖⃖⃖⃖⃗ej,c‖

The 𝑠𝑐(𝑤𝑖 ,𝑤𝑗 )
measure is computed for all (𝑤𝑖, 𝑤𝑗 ) pairs of words in each

of the communities, resulting in two dense matrices 𝑀𝑐1 and 𝑀𝑐2 . 𝑀
𝑖,𝑗
𝑐

holds the similarity between 𝑤𝑖 and 𝑤𝑗 in community 𝑐. Since 𝑀𝑐1
and 𝑀𝑐2 are defined for the same set of words, these matrices provide
contextual alignment of the semantic relations between word pairs that
are used in the respective communities.

Step C: Distance between aligned matrices. Given the 𝑀𝑐1 and 𝑀𝑐2
matrices from step B, we compute the distance vector between each
corresponding element 𝑖, 𝑗 above the diagonal in the matrices:

⃖⃖⃖⃖⃖⃖⃖⃖⃗dc1 ,c2 = |𝑀𝑐1 −𝑀𝑐2 |

For convenience, these elements above the diagonal are illustrated
in Fig. 1 as a one dimensional vectors, in which the lines above the
diagonal are concatenated. The resulting distance vector ⃖⃗d represents
the unweighted distance between community 𝑐1 and community 𝑐2.

Step D: Social network word weighting. We view each community as
a social network with users as nodes and direct correspondence as
weighted directed edges. We now assign each word 𝑤𝑖 ∈ 𝑊𝑐1∩𝑐2 with
a social network importance’ score (𝑆𝑁𝐼𝑐𝑤𝑖

) – capturing the overall
weight of the word in community 𝑐. The 𝑆𝑁𝐼 score reflects three
factors: (i) The frequency of the word’s usage in the community, (ii)
The inverted frequency of the word in the dataset (each community as
a corpus), and (iii) The social status of the community members using
it. Thus, we define the 𝑆𝑁𝐼 score as:

𝑆𝑁𝐼𝑐𝑤𝑖
=

∑

𝑢∈𝑈𝑐

𝑓𝑟𝑒𝑞(𝑤𝑖, 𝑢, 𝑐) ⋅ 𝐼𝑚𝑝𝑐𝑢 ⋅ 𝐼𝐷𝐹𝐶
𝑤𝑖

where 𝐼𝑚𝑝𝑐𝑢 denotes the status (importance) of a user 𝑢 in community
𝑐, approximated by average number of up-votes 𝑢 achieves in the
community, thus: 𝐼𝑚𝑝𝑐𝑢 = 1

|𝑃𝑢,𝑐 |
∑

𝑝∈𝑃𝑢,𝑐 𝑈𝑝𝑉 𝑜𝑡𝑒𝑠(𝑝), where 𝑃𝑢,𝑐 denotes
the set of posts user 𝑢 published in community 𝑐.

Note that a user posting in more than one community is assigned
a different importance score in each of the communities, reflecting
her status differences in each of the communities. Consequently, a
specific word 𝑤𝑖 is expected to have a different 𝑆𝑁𝐼 score in different
communities. The ⃖⃖⃖⃖⃖⃖⃖⃖⃗SNIc holds the 𝑆𝑁𝐼 values for the words used in
community 𝑐.

Remember that while considering two communities 𝑐1 and 𝑐2, the
vectors ⃖⃖⃖⃖⃖⃖⃖⃖⃖⃗SNIc1 and ⃖⃖⃖⃖⃖⃖⃖⃖⃖⃗SNIc2 are calculated only for words appearing on
both 𝑐 and 𝑐 . We can thus create a single vector ⃖⃖⃖⃖⃖⃖⃖⃖⃗k by taking the
4

1 2 c1 ,c2
pairwise maximum values of the respective entries in the ⃖⃖⃖⃖⃖⃖⃗SNI vectors,
see illustration in Fig. 1(D). Our choice of 𝑆𝑁𝐼 weighting, compared to
other weighting functions was validated using the self-similarity sanity
check described in Section 5.3. Detailed comparison is provided in
Section 4.3.

Finally, we normalize ⃖⃖⃖⃖⃖⃖⃖⃖⃗kc1 ,c2 using the following normalization func-
tion:

𝑘∗(𝑤𝑖 ,𝑤𝑗 )
=

𝑘(𝑤𝑖 ,𝑤𝑗 )
∑

𝑘(𝑤𝑖 ,𝑤𝑗 )

This vector will be used in the next step to re-weigh the ⃖⃖⃖⃖⃖⃖⃖⃖⃗dc1 ,c2 vector
produced in the previous step (C).

Step E: Weighted aligned distance (WD). The output of Steps C and D
are used in order to compute a scalar — the weighted distance factor
between communities 𝑐1 and 𝑐2:

𝑊𝐷𝑐1 ,𝑐2 = ⃖⃖⃖⃖⃖⃖⃖⃖⃗dc1 ,c2 ⋅ ⃖⃖⃖⃖⃖⃖⃖⃖⃗kc1 ,c2
Step F: C3 distance. Finally, the C3 distance measure between commu-
nities 𝑐1 and 𝑐2 is defined as:

𝙲𝟹𝑑 (𝑐1, 𝑐2) = 𝜙 ⋅𝑊𝐷𝑐1 ,𝑐2

where 𝜙 is a prior reflecting the ‘vocabulary agreement’, defined as:

𝜙 =

(

𝑉𝑐1 ∩ 𝑉𝑐2
𝑉𝑐1 ∪ 𝑉𝑐2

)−𝛼

We introduce 𝜙, in order to push apart communities that share only
a limited vocabulary (see Step A), while 𝛼 controls the impact of the
topical similarity, reflected by a shared vocabulary. For simplicity, we
set 𝛼 = 1.

4.3. C3 parameters

Words weighting evaluation. Step D in Stage 2 of C3, consist of words
weighting (see Section 4.2). We examined three alternatives: (i) no
weighting, (ii) TF–IDF based weighting, and (iii) social network im-
portance (𝑆𝑁𝐼). The TF–IDF based weighting uses the original TF–IDF
logic (Salton & Buckley, 1988), with a minor adaptation for the context
of communities (rather than documents/posts). For calculating the
TF–IDF, we view the full-textual content of a community as a long
document, thus the TF–IDF weight can be easily calculated per token
in each community. For the social network importance, we experiment
with a number of alternatives (e.g., users’ centrality, users’ seniority,
and users’ activity) — all of which take into account the importance of a
user within the social network recovered from the interactions between
community members. The results we report are based on the average
number of up-votes per user — the best performing 𝑆𝑁𝐼 measure in
the evaluation process that we describe next.
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Table 4
Evaluation of three weighting options. Communities are compared to themselves, by
splitting each into two parts and calculating a normalized distance between the two
parts (lower is better). The numbers presented are the average distances over all
communities.

Weighting alternative Average self-distance

No weighting 0.101
TF–IDF weighting 0.084
Social network importance (𝑆𝑁𝐼) 0.073**

Statistical significance of the best result is indicated by stars (** indicates a 𝑃 -value
10−4), based on U-test hypothesis testing.

In order to evaluate the three weighting methods listed above,
e used the self-similarity evaluation process that is described in
ection 5.3. The top-1 error rate is extremely low over all weighting
lternatives (ranges between zero and two). Hence, we evaluated the
eighting alternatives using the normalized distance of the analyzed

ommunity and its supplemental half (lower is better). The average
istance measure over a development dataset (10% of the 1565 com-
unities corpus) is presented in Table 4. The 𝑆𝑁𝐼 outperforms other

lternatives (𝑝-value < 10−4), based on U-test hypothesis testing (Mann
Whitney, 1947).

aximum vs. Average in ⃖⃗k. As described in Section 4.2, we take the
aximum 𝑆𝑁𝐼 values. We experiment with different aggregation func-

ions (e.g., average, minimum) but decided to use the maximum,
llowing the words in the more dominant community to control the
istance measure.

. Experimental setting and results

The general similarity between communities (in contrast to the
imilarity of specific predefined aspects such as loyalty, toxicity, topic,
ize, etc.) may appear subjective. Therefore, in order to demonstrate
he validity and contribution of C3, we report and analyze results in
n array of settings, compared to three other models. The next Section
.1 describes the competing models in detail.

In Section 5.2 we report on the correlation between the different
odels, establishing that all models provide decent results. We then
easure self-similarity as a sanity check, demonstrating that C3 per-

forms better than other methods – a strong indicator for the validity
and the power of our model (see Section 5.3). The premise of this work
is that C3 captures nuanced and non-trivial similarities, overlooked by
other methods. We demonstrate this unique ability in Section 5.4 by
evaluating the performance in a carefully designed annotation task.
Finally, in Section 5.6 we provide a qualitative analysis of some of
the results, yet again, demonstrating the benefits of using C3 for
exploratory analysis.

5.1. Baseline models

We compare C3 to three other models: (i) Modified TF–IDF, (ii)
Doc2Vec — a text-based approach proven useful in the classification
of long texts part of large corpora, and (iii) Com2Vec — a user-
embeddings approach used for a direct comparison between commu-
nities.

Modified TF-IDF. The model treats the texts produced in a community
as a single document in a corpus. The various communities compose
the corpus. Documents are represented by the TF–IDF values over a
vocabulary and a similarity score is assigned to pairs of documents
(communities). This simple yet powerful method is traditionally used to
find textual similarities between documents, hence it serves as a strong
basis for comparison. Due to the very long tail distribution of the lexical
items, a Singular-Value-Decomposition (SVD) (Golub & Reinsch, 1971)
is used to represent communities in a reduced and denser dimension
(other techniques, e.g., PCA and LDA, yielded very similar results). In
this research, we used a vector size of 100.
5

Table 5
Correlation matrix between the different models. Value pairs indicate the Pearson
correlation (first value) and Spearman correlation (second value).

C3 Com2Vec Doc2Vec TF–IDF

C3 1.0 0.28 ; 0.4 0.11 ; 0.18 0.1 ; 0.11
Com2Vec 1.0 0.36 ; 0.32 0.15 ; 0.08
Doc2Vec 1.0 0.28 ; 0.2
TF–IDF 1.0

Table 6
Mean error rate of the Top1 and the Top5 measures in the Self-Similarity
experiment.
Model Error rate, Top1 Error rate, Top5

Com2Vec 27.1% 18.3%
TF–IDF 0.78% 0.46%
Doc2vec 0.19% 0.13%
C3 0.13% 0.13%

Paragraph vector (Doc2Vec). The Doc2Vec algorithm learns compact
distributed representations of long paragraphs or documents (Le &
Mikolov, 2014). The algorithm accounts for the document structure,
rather than taking a naive bag-of-words approach. Given that commu-
nities are topical and posts (submissions and comments) are structured,
we use doc2vec to represent the textual content of each community,
where all communities are represented in the same embedding space.
We used a window size of 3 and a negative sampling of 5 in creating
the vectors.

User-based community embeddings. The Com2Vec algorithm, introduced
by Martin (2017), was explicitly designed to capture similarities be-
tween communities. Ignoring content altogether, it recovers the mem-
bership co-occurrence matrix for each pair of communities, then applies
GloVe (Pennington et al., 2014) on the co-occurrence matrix, producing
fixed-length embedding vectors. The similarity between communities is
computed in that user-embedding space using cosine or any equivalent
metric. We use the same hyper-parameter values suggested by Martin
(2017).

5.2. Model correlation results

Pearson and Spearman correlations between C3 and the three com-
petitive baselines are reported in Table 5. Correlations were calculated
over the distances between all community pairs (1.22M pairs in total).
While a positive correlation was found between all models, the correla-
tion values suggest that models may offer different perspectives on the
similarity between communities.

5.3. Self-similarity results

In this experimental setting we measure the level of ‘self-similarity’
s a sanity check. Dividing each community 𝑐𝑖 to two disjoint sub-
ommunities 𝑐𝑖 and 𝑐𝑖, such that 𝑐𝑖 ∪ 𝑐𝑖 = 𝑐𝑖. We expect the similarity

between 𝑐𝑖 and 𝑐𝑖 to be higher than the similarity between 𝑐𝑖 and 𝑐𝑗
(𝑖 ≠ 𝑗). If corresponding sub-communities 𝑐𝑖 and 𝑐𝑖 are not found in
the top 𝑘 communities closest to each other, we consider it an error.
We report the mean error rate for two 𝑘 values: Top1 — in which the
ounterparts are expected to be the closest to each other, and Top5 —
n which we allow the community’s counterparts to be among the five
losest communities. The results presented in Table 6 demonstrate the
ompetitiveness of C3, achieving the lowest error rate in both 𝑘 values.

Note that both Doc2vec and C3 significantly outperform the TF–IDF
and the dedicated Com2Vec models.
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Fig. 2. Average percentage of non-trivial similarities per model. The percentage of non-trivial similarities is calculated for each community 𝑐 ∈ 𝐶 (per each Top-𝐾 setting). The
𝑦-axis values are the aggregated average over all communities in 𝐶. Three different Top-𝐾 settings are presented on the 𝑥-axis. Best result per Top-𝐾 setting is highlighted and
statistical significance of the best result is indicated by stars (∗∗∗ indicates a 𝑃 -Value < 10−8).
Table 7
Evaluation through the annotation task.

Distinct
pairs

Total
annotations

Avg.
score

Std.
score

C3 (Type I) 196 589 3.85 0.58
C3 (Type II) 431 1377 2.56 0.59
Random (Type III) 222 731 1.57 0.38

5.4. Recovering non-trivial similarities

The main premise behind C3 is its ability to discover non-trivial
similarities between communities. Given the gold standard categorical
hierarchy (see Section 3 and Table 2), we consider a Top 𝐾 similarity
between communities 𝑐𝑖 and 𝑐𝑗 to be trivial if 𝑐𝑖 and 𝑐𝑗 belong to the
same sub-category, and non-trivial otherwise. Indeed, C3 recovers a
significantly higher percentage of non-trivial similarities, compared to
the other methods (Fig. 2). This performance is consistent across all
Top-𝑘 values.

Non-trivial pairings could be the noisy result of random assign-
ments, thus further validation is required in order to verify the quality
of the discovered similarities that are found by C3. One way to validate
the results is by having human annotators rank similarities between
pairs of communities, then check how these rankings are distributed
across pairs of three types: (I) pairs found similar by C3 and are
considered trivial, (II) pairs found similar by C3 and are considered
non-trivial, and (III) pairs that are matched at random, regardless the
similarity level found by C3. An average similarity rank of Type II (non-
trivial similarities) that is significantly higher than the similarity rank
of Type III (random pairs) demonstrates that the non-trivial similarities
recovered by C3 are aligned with a human judgment that is based on
a careful and independent study of the communities.

The annotation task was designed as follows: 849 community pairs
were sampled at random, 196 of which are of Type I; 431 of Type
II; and 222 of Type III. Each annotator was presented with a random
sample of 32 community pairs and each pair of the 849 pairs was
annotated by (at least) three annotators. Annotators were asked to
browse the subreddits of each pair and assign a similarity score on
a 1–5 scale. The annotators were not aware of these three pair-types,
nor of the gold-standard category and sub-category labels. In order to
control and manage the annotation task, we designed and implemented
6

a dedicated web platform.4 The annotators used the platform for the
actual ranking process. The annotation platform also contains detailed
instructions for annotators, including examples of communities that
maintain a high/low similarity. Two screenshots from the web platform
are provided in Fig. 3.

Annotators presented a high agreement, achieving Cohen’s kappa
of 0.702. We make this annotated corpus available in the project’s
repository5 – the first public annotated corpus that contains data that
is tagged by the level of similarity between online communities.

The results of the evaluation through the annotation task are pre-
sented in Table 7. Breaking the similarity scores assigned by the an-
notators to the different pair types, we have an average (/std.) of
3.85(/0.58), 2.56(/0.59), and 1.57(/0.38) for types I, II, and III, re-
spectively. Naturally, the average rank of Type I pairs is the highest
(3.85), setting an upper bound for the average similarity rank. We find
these differences to be statistically significant (𝑝-value < 10−4) using
the U-test (Mann & Whitney, 1947). The results over the annotation
task highlight that C3 is capable to reveal relevant and meaningful
similarities between non-trivial pairs of communities. These results
re-validate the benefits of using C3 for an exploratory analysis.

5.5. Sensitivity to the representation’s dimension

In this section we explore the impact of varying the dimension of the
embedding vectors. This analysis sheds light on the interplay between
the various components of our model — the vocabulary alignment,
word pairing, and weighting. Specifically, We evaluate the robustness
of C3 and other baseline models by controlling the embeddings vector
size, |𝐸|. Per method, we build four contracted models with smaller vec-
tor size (|𝐸| = 𝑒 ∈ 10, 50, 100, 200), and compare each contracted model
to the original model (|𝐸| = 300). We note that for models based on
distributional semantics 𝑒 is the dimension of the embedding vectors,
while for other methods it is the dimension of the feature vector space.
The comparison between models and dimensions is measured by the
‘Agreement-Level’ — the number of communities among the 𝐾 most
similar found by the contracted model that were also among the top 𝐾
communities found by the original model. We normalize this quantity
by 𝐾 in order to compare across various 𝐾 values (smaller 𝐾 values
reflect a more conservative comparison).

4 https://isabrah.wixsite.com/my-site-1.
5 https://github.com/NasLabBgu/C3-contextual-community-comparison.

https://isabrah.wixsite.com/my-site-1
https://github.com/NasLabBgu/C3-contextual-community-comparison
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Fig. 3. Two screen-shots from the website we designed for the human annotation task.
Formally, the agreement level is given in (1), where 𝐶𝐾
𝑖 (𝑚) denotes

the set of 𝐾 communities that were found by model 𝑚 to be the closest
to community 𝑐𝑖.

𝐴𝑔𝑟𝑒𝑒𝑚𝑒𝑛𝑡𝐿𝑒𝑣𝑒𝑙(𝑐 , 𝑒, 𝐾) =
𝐶𝐾
𝑖 (|𝐸| = 300) ∩ 𝐶𝐾

𝑖 (|𝐸| = 𝑒)
(1)
7

𝑖 𝐾
The results of the robustness analysis are presented in Table 8. The
‘Agreement-Level’ is presented as the average over all 1565 communi-
ties in 𝐶. As observed, C3 outperforms other alternative models over
all embeddings vector sizes (𝑒) and over all 𝑡𝑜𝑝𝐾 values tested. We find
this superiority of C3, compared to the alternative models, statistically
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Table 8
Sensitivity to the representation’s dimension. Correlation and Agreement-Levels of each model with respect to the contracted models over the
top 𝐾 most similar communities. Corr. is the correlation between the original model and the contracted model, over all community pairs. The
agreement level for each 𝐾 and model is the average over the whole community corpus (|𝐶| = 1565).

Average agreement level

Model Corr. 𝐾 = 10 𝐾 = 20 𝐾 = 50 𝐾 = 100

|
E|

=
10

Com2Vec 0.663 34.1 ± 21.8 36.7 ± 19.9 40.7 ± 18.6 44.9 ± 17.7
TF–IDF 0.398 9.9 ± 13.0 11.7 ± 12.6 14.3 ± 12.1 16.6 ± 10.7
Doc2vec 0.109 21.4 ± 18.2 20.7 ± 14.9 17.2 ± 9.5 16.5 ± 6.4
C3 0.837 57.2 ± 18.8*** 60.2 ± 16.8*** 64.6 ± 14.0*** 67.5 ± 11.6***

|
E|

=
50

Com2Vec 0.724 55.7 ± 25.7 55.1 ± 24.2 55.1 ± 23.5 56.5 ± 22.2
TF–IDF 0.513 30.3 ± 21.2 34.6 ± 19.1 39.9 ± 17.7 43.9 ± 14.9
Doc2vec 0.355 59.4 ± 24.0 49.7 ± 19.9 35.4 ± 12.4 30.6 ± 8.7
C3 0.98 81.8 ± 11.9*** 83.4 ± 9.8*** 85.9 ± 6.6*** 87.3 ± 5.4***

|
E|

=
10

0 Com2Vec 0.747 60.4 ± 27.4 59.6 ± 26.5 59.1 ± 25.4 60.0 ± 24.2
TF–IDF 0.742 43.4 ± 21.5 48.1 ± 19.5 52.2 ± 15.4 55.1 ± 12.2
Doc2vec 0.47 71.6 ± 20.6 61.2 ± 18.8 45.1 ± 13.2 38.8 ± 9.6
C3 0.99 84.9 ± 11.2*** 86.3 ± 8.7*** 88.6 ± 5.9*** 90.0 ± 4.6***

|
E|

=
20

0 Com2Vec 0.745 61.6 ± 29.3 60.4 ± 28.3 59.5 ± 27.3 60.3 ± 26.2
TF–IDF 0.895 66.7 ± 21.3 70.0 ± 18.8 72.5 ± 14.6 74.5 ± 11.3
Doc2vec 0.578 78.4 ± 17.2 70.4 ± 16.7 54.6 ± 13.3 47.3 ± 10.2
C3 0.99 88.1 ± 9.9*** 89.4 ± 6.9*** 91.5 ± 4.6*** 93.0 ± 3.2***

Statistical significance of the best result per category is indicated by stars (*** indicates a 𝑃 -value < 10−8).
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Table 9
C3 run time statistics (in seconds) on a Intel Xeon(R) Gold 6130 CPU processor with a
processor base frequency of 2.10 GHz. Measures refer to the computational execution
time of C3 between community pairs. Steps A–F refer to the calculation steps in Stage

of C3.
Avg. Median Std.

Steps A–F, online calculation of step B 41.22 18.49 64.43
Steps A–F, offline calculation of step B 18.54 9.32 26.34

significant (𝑝-value < 10−8) using the U-test (Mann & Whitney, 1947).
We elaborate more on this experiment and its results in Section 6.

C3 running time. The running times of the different steps of the al-
gorithm are presented in Table 9. The recorded times were achieved
using an Intel Xeon(R) Gold 6130 CPU processor with a processor
base frequency of 2.10 GHz. We notice that Step B in Stage 2 of
C3 (see Section 4.2 and Fig. 1) takes a relative high portion of the
execution time. However, this specific step can be done ‘offline’ per
community. Hence, we calculated the execution time with and without
this specific step. Notice that C3 is independently calculated per pair
of communities — facilitating a straightforward parallelization. We
note that run times could be further improved with a minimal loss by
using a lower embedding dimension. We refer the reader to Sections
Section 5.5 and the complement discussion in Section 6 for an analysis
of the impact of the embedding space.

5.6. Qualitative analysis

We complement the quantitative results with qualitative analysis
from two perspectives: (i) A sample of community pairs that were
found similar by C3 but not by any of the other models, and (ii) A
areful exploration of some of the ten closest communities, found by
ach of the models, to two exemplary community – babyBumps and
allStreetBets. These qualitative inspections demonstrate, yet again, the
ower of C3 in recovering unique nuanced similarities.

niqueness of C3 . Table 10 presents community pairs that were found
imilar by C3 (among the Top 10 most similar), but were not found

similar by any of the other models. For example, C3 finds r/opiates to be
the 3rd closest community to r/adhd, while the average similarity rank
assigned to that pair by the other models is 139.3. Similarly, C3 finds
r/socialAnxiety to be the 7th closest community to r/gay, while the
average similarity rank assigned to this pair by the other models is
8

f

Table 10
A sample of community pairs that are found similar by C3 but not by any of the other
models. The numbers in parenthesis (rightmost column) are the minimum rank among
other models.

Community pair C3 rank Other models
avg. rank (/min. rank)

(hunting, h1z1) 2 539.6 (/94)
(adhd, opiates) 3 139.3 (/68)
(theDonald, leftWithoutEdge) 3 157.6 (/54)
(fantasyhockey, fantasypl) 8 283.3 (/115)
(pokemonGoLA, konosuba) 7 1223.3 (/582)
(singing, newTubers) 6 591.0 (/493)
(socialism, askTrumpSupporters) 6 276.0 (/65)
(tattoos, dirtyr4r) 6 642.3 (/326)
(gay, socialAnxiety) 7 165.3 (/71)
(ukPolitics, australia) 8 296.6 (/69)

165.3. Interestingly, similarities are found between seemingly polar-
ized community pairs, e.g., r/socialism and r/askTrumpSupporters. These
similarities, recovered due to the way C3 balances content, community
structure, and patterns of user engagement, provide the social science
research community with unique insights in an exploratory manner.

To the bump and beyond. The babyBumps community is defined as ‘‘A
place for pregnant redditors, those who have been pregnant, those who wish
to be in the future, and anyone who supports them’’. Exploring some of the
communities found to be closest to babyBumps by each of the models
is illuminating — yet again demonstrating the strength of C3 in find-
ing interesting and non-trivial similarities. Six closest communities to
babyBumps out of the top-10 are provided in Table 11 (top), along with
the similarity rank assigned to each community by other models. For
example, the beyondTheBump community (dedicated to new parents) is
found similar to babyBumps by all models. On the other hand, the sim-
ilarity of the weddingPlanning community to babyBumps, ranked #4 by
3, is ranked #3, #752, and #587 by Com2Vec, Doc2Vec, and TF–IDF,
espectively. While the similarity between a community for seeking
dvice on wedding planning and a community supporting expecting
arents is intuitively obvious, this similarity is overlooked by two of
he other models. Similarly, we intuitively expect to find babyBumps

and depression communities similar, especially given the prevalence of
postpartum depression, but this similarity is best recovered by C3.

Examining other communities C3 finds closest to babyBumps, sug-
ests that C3 captures the non-trivial similarities between communities
roviding emotional support, even though each community may be
ocused on very different challenges and needs, e.g., womanhood
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Table 11
The top-10 communities found closest to the babyBumps (top) and wallStreetBets (bottom) communities by each model. Numbers in parenthesis indicate the
rank of the community found by the other models. Since |𝐶| = 1565, rank values lie on the 1–1564 range.
C3† Com2Vec‡ Doc2Vec§ TF–IDF$

beyondTheBump (1‡, 11§, 1$) beyondTheBump (1†) adhd (15†) beyondTheBump (1†)
twoXChromosomes (7‡, 368§, 4$) crochet (489†) accounting (255†) studentNurse (815†)
askWomen (5‡,46§,644$) weddingPlanning (4†) androidApps (613†) birthControl (338†)
weddingPlanning (3‡, 752§, 587$) knitting (325†) aspergers (173†) twoXChromosomes (2†)
keto (35‡, 68§, 585$) askWomen (3†) advancedRunning (277†) cancer (709†)
depression (276‡, 29§, 51$) raisedByNarcissists (9†) alberta (569†) herpes (654†)
dogs (8‡, 12§, 617$) twoXChromosomes (2†) anxiety (22†) bigdickproblems (565†)
aww (45‡, 41§, 142$) dogs (7†) advice (14†) hypothyroidism (904†)
raisedbynarcissists (6‡, 168§, 734$) waltDisneyWorld (308†) buildaPCForMe (524†) konmari (1361†)
stopDrinking (146‡, 408§, 778$) thesims (384†) animeSuggest (643†) prolife (923†)

askTrumpSupporters (14‡, 840§, 702$) pennyStocks (936†) weedStocks (45†) pennyStocks (936†)
economics (7‡, 26§, 29$) weedStocks (45†) pennyStocks (936†) weedStocks (45†)
askthe_donald (16‡, 199§, 370$) accounting (76†) securityAnalysis (1283†) securityAnalysis (1283†)
teslaMotors (10‡, 16§, 612$) poker (169†) dashPay (1137†) forex (801†)
bestOf (35‡, 1220§, 100$) forex (801†) litecoin (1377†) 4chan (24†)
sandersForPresident (113‡, 23§, 795$) golf (194†) forex (801†) findareddit (668†)
conservative (61‡, 35§, 472$) economics (2†) monero (470†) accounting (76†)
marchAgainstTrump (23‡, 44§, 1180$) business (399†) ethTrader (44†) rickAndMorty (168†)
wayOfTheBern (127‡, 12§, 684$) the_donald (19†) fulfillmentByAmazon (744†) apocalypseRising (1051†)
advice (292‡, 410§, 303$) teslamotors (4†) poker (169†) memeEconomy (259†)
o
|

f

(askWoman), addiction (stopDrinking) or abusive parents
raisedByNarcissists). These nuanced similarities are not well captured
y other models.

arkets, politics and cars. The GameStop short squeeze of early 2021,
rganized and promoted in the WallStreetBets subreddit, is argued to
ave shifted the financial power balance. The meaning of the events
nitiated a debate among economists and sociologists, trying to un-
erstand their causes and their impact on future trade. Looking at
he top-10 communities found most similar to WallStreetBets by C3 (
able 11, bottom) provides a useful computational tool, supporting
he social analysis and expanding its perspective. For example, early
nalysis by Di Muzio (2021) and Long et al. (2021) point to the
isdain for ‘Big Finance’ and the ‘‘economic destruction they have
rought on jobs, communities, and families that often coincide with
heir financial practices’’ (Di Muzio). Indeed, C3 finds similarities to
ther communities that promote a similar sentiment toward the finan-
ial establishment, e.g., sandersForPesident and wayOfTheBern. On the

other hand C3 offers a wider perspective, finding similarities to right-
eaning communities like askTrumpSupporters, and other ‘‘for-profit’’
ommunities. These similarities were not recovered by other models.
3 also suggests a connection to the teslaMotors community. This is
specially interesting since Elon Musk of Tesla was instrumental in
he short squeeze rally. We note that this connection was found based
n data that were collected three years prior to the GameStop events,
gain, demonstrating the power of C3.

. Discussion

Among the three alternative models we compare C3 against, only
he Com2Vec model (Martin, 2017) takes into account the identity of
he community members. However, it does not support a comparison
f communities across different platforms (e.g., a Facebook group
nd a Reddit community) or communities on platforms that maintain
nonymity. Due to the way C3 leverages the community structure with
he textual data, it is capable of comparing communities across different
latforms even when no information about users’ overlap is available.
C3 finds similarities in an unsupervised manner. Moreover, it is de-

igned to study similarities without a predefined specific axis (e.g., loy-
lty) and is capable of revealing non-trivial similarities better than
ther models. These are unique capabilities that require only a minimal
alibration effort. The similarities recovered by the model may be in-
trumental for a domain expert or a social scientist interpreting various
ocial phenomena. As such, C3 can serve as an ideal exploration tool
or social scientists.
9
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One surprising result is that C3 performs well even when relying
n very compact embeddings. For example, the Agreement level of the
𝐸| = 50 and the big model is over 81% for all 𝐾 values and over 88%
or |𝐸| = 200, see Section 5.5. Moreover, C3 in its compact settings

with |𝐸| ≥ 50 significantly outperforms the other models in their larger
setting (e.g., |𝐸| = 200). We attribute the robustness of C3 to variations
in the embedding dimension to one of its fundamental properties: The
semantic comparison between communities is not based on a direct
comparison between 𝑒𝑤,𝑐𝑖 and 𝑒𝑤,𝑐𝑗 . Instead, the comparison is based
on the respective distances of pairs of words within each community,
as specified in Step B (Section 4.2). The semantic relations between
pairs are less sensitive to variations in the embedding size.

Error analysis. To better understand the limitations of C3 we provide a
brief error analysis, focusing on the false positive/negative predictions
of the model.

To better understand the false-positive cases, we manually analyzed
the relevant communities on Reddit. We do find evidence of relevant
connections between these pairs of communities. For example, C3 finds
the photography and the android communities to be similar (see Ta-
ble 12, top). Manual examination of the content reveals that the android
community deals extensively with specs and functionality of the cam-
eras in mobile devices. This focused interest can explain the false
prediction. Similarly, while annotators did not see similarity between
the fulfillmentByAmazon (‘‘discussions about selling on Amazon and using
their Fulfillment by Amazon (FBA) service’’) and freelance communities, a
more careful examination shows that the Amazon marketplace attracts
many small and independent sellers, practically freelancing in the
marketplace. Both communities discuss tax and financial issues and the
way these should be handled with respect to the authorities or to other
business partners.

Turning to some False-Negative examples (Table 12, bottom), we
observe that the annotators (engineering students) intuitively indicate
a strong connection between gamingPC and nvidia, the maker of graphic
cards popular by gamers, while the model does not latch on this
connection. The similarity between the littleWitchAcademia and blech
communities is explained by human annotators as related to the magna
and anime culture6 – a connection that is missed by the model due to
the fact that most of the content shared in these communities is graphic
(images, videos) rather than textual. This highlights one limitation of

6 Comics, graphic, hand-drawn, and computer-generated animations
riginating from Japan.
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Table 12
Error Analysis. False-Positive (FP) and False-Negative (FN) examples of C3. Human Ann. is the average
human annotation of the communities pair (spans over [1, 5]). The C3 Ranks column contains two values
(spans over [1, 1564]) in order to represent both ranks of the communities pair (e.g., android is ranked
2nd in the list of communities most similar to photography while photography is ranked 11th in the list of
communities most similar to android).

Community pairs Human ann. C3 distance C3 ranks

FP

(photography, android) 2.33 0.308 (2, 11)
(fulfillmentByAmazon, freelance) 2.33 0.526 (6, 1)
(videos, books) 1.0 0.314 (27, 18)

FN
(gamingPC, nvidia) 4.33 2.25 (986, 1233)
(androidGaming, n64) 4.67 1.05 (981, 605)
(littleWitchAcademia, bleach) 4.67 2.37 (876, 1444)
A

B

B

B

C

C

D

D

D

D

D

E

E

F
G

G

G

H

H

H

H

C3 — even big and active communities are not well compared if they
do not share enough textual content.

The error analysis also highlights an often neglected aspect related
to human annotation, especially with regard to cognitively demanding
tasks (Joseph et al., 2017). Visual similarity is easy to detect, while
complex financial and taxation issues buried in longer texts are harder
to find. Similarly, the relation between specific hardware and gaming is
evident to gamers and CS/Engineering students (our annotators), while
more opaque to other annotators.

7. Conclusion and future work

We introduce an unsupervised method for a direct Contextual Com-
munity Comparison (C3). It recovers unique non-trivial similarities by
leveraging both text, community structure, and the roles community
members assume. The benefits of the method have been demonstrated
quantitatively and qualitatively through an array of experiments. Fu-
ture work will take two trajectories: (i) Address similarities between
communities across different platforms, and (ii) Add an interpretability
component for the model. We assume that a short ‘‘explanation’’ to-
gether with the model’s output would shed light on the reasons behind
a model’s output. Inspired by the latest interpretability components
(Lundberg et al., 2020; Lundberg & Lee, 2017), we plan to study the
different features (e.g., tokens, users) that highly contribute to pushing
the C3 model to its final similarity score.
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